Climate change is advancing spring onset across the U.S. national park system
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Abstract. Many U.S. national parks are already at the extreme warm end of their historical temperature distributions. With rapidly warming conditions, park resource management will be enhanced by information on seasonality of climate that supports adjustments in the timing of activities such as treating invasive species, operating visitor facilities, and scheduling climate-related events (e.g., flower festivals and fall leaf-viewing). Seasonal changes in vegetation, such as pollen, seed, and fruit production, are important drivers of ecological processes in parks, and phenology has thus been identified as a key indicator for park monitoring. Phenology is also one of the most proximate biological responses to climate change. Here, we use estimates of start of spring based on climatically modeled dates of first leaf and first bloom derived from indicator plant species to evaluate the recent timing of spring onset (past 10–30 yr) in each U.S. natural resource park relative to its historical range of variability across the past 112 yr (1901–2012). Of the 276 high latitude to subtropical parks examined, spring is advancing in approximately three-quarters of parks (76%), and 53% of parks are experiencing “extreme” early springs that exceed 95% of historical conditions. Our results demonstrate how changes in climate seasonality are important for understanding ecological responses to climate change, and further how spatial variability in effects of climate change necessitates different approaches to management. We discuss how our results inform climate change adaptation challenges and opportunities facing parks, with implications for other protected areas, by exploring consequences for resource management and planning.

Key words: climate change; landscape context; monitoring; national parks; phenology; protected areas; Special Feature: Science for Our National Parks’ Second Century; spring index; United States.

Received 29 July 2016; accepted 1 August 2016. Corresponding Editor: D. P. C. Peters.
Copyright © 2016 Monahan et al. This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the original work is properly cited.
† E-mail: wmonahan@fs.fed.us
**INTRODUCTION**

U.S. national parks—from Alaska to the South Pacific and across the conterminous states and the Caribbean—are already experiencing climate change (Monahan and Fischelli 2014). Changes in climate are evident across parks of all designations, including National Parks containing large wilderness areas receiving the highest level of protection, National Preserves allowing resource extraction, and National Lakeshores and National Battlefields providing protection for sites of recreational and historical significance, respectively. Despite such pervasive patterns, the complexities of climatic changes underway require the U.S. National Park Service (NPS) to steward its areas and resources for “continuous change that is not yet fully understood” (National Park System Advisory Board 2012). As the NPS celebrates its centennial in 2016, the next century of stewardship and science will require us to understand how climate and other forms of broadscale environmental change are impacting park resources and values (Hansen et al. 2014, 2016, National Park Service 2015). Here, we evaluate the effects of climate change on spatial and temporal trends in timing of spring onset (i.e., start of spring) in national parks, as defined by the first leaf and bloom dates of indicator plant species.

Phenology, the study of seasonal life-history stages of plants and animals (e.g., leafing and flowering in plants, migration and reproduction in animals) and their interactions with environmental drivers, is a valuable and traceable biological indicator of the ecological consequences of climate change (Menzel et al. 2006, IPCC 2014, Melillo et al. 2014). Numerous studies have found a shift in recent years toward an earlier spring and a longer growing season (Parmesan and Yohe 2003, Schwartz et al. 2006, Inouye 2008). However, divergence exists in both the direction and the magnitude of phenological responses through time among species within communities (Davis et al. 2010, Cleland et al. 2012, Cook et al. 2012, Wolkovich et al. 2012, Mazer et al. 2015). For example, in tallgrass prairie of the United States, the direction of phenological change depends on whether species flower before or after peak summer heat (Sherry et al. 2007). Such changes in temperature are likely the result of both climate forcing from human activity as well as from long-term fluctuations generated internally by the climate system itself (Ault et al. 2015a). Managers of protected areas require an understanding of phenological patterns and trends to gain more insight into the likely consequences of climate change as it unfolds over the coming century (Miller-Rushing et al. 2011).

The “Spring Indices” are climate-based empirical models of phenological events—developed from a 60-yr data set of in situ lilac and honeysuckle phenology—that predict leaf and bloom dates for a suite of species and provide insight into historical patterns of spring warming (Schwartz 1997, Rosemartin et al. 2015). The models used day of year, chilling hours, heat accumulation, and number of high-energy synoptic events (i.e., large-scale warm spells) to develop indices of first leaf (FLI) and first bloom (FBI) dates for a cloned lilac cultivar (*Syringa x chinensis* “Red Rothomagensis”) and two cloned honeysuckle species (*Lonicera tatarica* “Arnold Red” and *L. korolkovii* “Zabeli”) (Schwartz 1997, Schwartz et al. 2006). Recent work has extended these indices across the continental United States, from high-latitude regions to subtropical environments, by removing the chilling requirement and leveraging gridded climate products (Schwartz et al. 2013, Ault et al. 2015a).

Importantly, the spring indices are based purely on temperature thresholds for mesophytic shrubs, but high temperatures can in some cases delay phenology (Sherry et al. 2007). In addition, water availability may be a more important driver of phenology in dryland parks (Bowers and Dimmitt 1994). Despite these limitations, the spring indices are highly correlated with phenological events in a variety of native plant species and crops (Schwartz et al. 2013, Allstadt et al. 2015), as well as with the spring greening (i.e., leaf development at landscape scales) of ecosystems (Schwartz 1990, Schwartz et al. 2006). Furthermore, the lilac and honeysuckle species used to derive the spring indices are found in over 30% of parks (National Park Service 2016). The spring indices have also shed light on long-term trends in climate, as well as decadal variability resulting from climate modes (Schwartz et al. 2006, Ault et al. 2015a). As such, FLI and FBI effectively bracket a spectrum of the timing of spring onset for a wide range of plant species important to parks, ranging from forested...
wilderness areas (e.g., Rocky Mountain National Park in Colorado) to working landscapes (e.g., Tallgrass Prairie National Preserve in Kansas) to culturally significant landscapes and gardens (e.g., Saint-Gaudens National Historic Site in New Hampshire).

Many parks are already experiencing changes in key climatic drivers of phenology, as determined by comparing their recent climates measured over the past few decades to those measured over the course of more than a century (Monahan and Fisichelli 2014). The historical range of variability (HRV) from 1901 to 2012, our long-term reference, is important to understand the degree to which management can respond to phenological change, and to help establish plausible “desired future conditions” that can serve as targets for strategically planning management actions (Morgan et al. 1994, Keane et al. 2009).

Here, using an analytical framework that compares recent phenological conditions to their HRV, we assess the timing of spring onset in 276 natural resource national parks over the past 112 yr (1901–2012). We consider parks within the context of their surrounding landscapes (park + surrounding 30 km) and evaluate the two spring indices (FLi, FBi) over multiple climatic- and management-relevant time periods. Although our spring indices are spatially coarse, they are broad in spatial extent and cover most parks, thus offering a consistent examination of potential climate impacts that may inform adaptation planning at individual parks as well as regionally and nationally. Our analyses address three primary questions: (1) When has spring been starting in recent years? (2) How has this recent timing changed with respect to the 1901–2012 HRV? and (3) which parks and regions are most impacted by these changes? We conclude by discussing how the spring indices and a better understanding of phenological changes can help U.S. national parks and other protected areas prepare for and adapt to climate change.

Methods

Study sites

Of the 413 park units currently administered by the NPS, about 300 are considered “natural resource parks” because natural resources are explicitly recognized in their enabling legislation. Our analyses were performed for all natural resource parks in the conterminous United States and Alaska (n = 276), including a 30-km buffer around each park’s boundary (National Park Service 2011). For each park, we buffered the vector polygon representing the administrative boundary and dissolved areas by park name (e.g., Saguaro National Park in Arizona is separated into two districts; the overlapping buffers from the two districts were dissolved to form a single contiguous polygon we used to represent the park in a landscape context). We refer to these areas of analysis as “parks.” The 30-km buffer was selected because of the relatively coarse spatial resolution of the gridded phenology data, as well as to approximate the protected area-centered ecosystems (PACES) of parks (Hansen et al. 2011); park PACES and 30-km buffers overlap, on average, by 60%. Long, linear parks, such as trails, parkways, and rivers (e.g., Appalachian National Scenic Trail), are challenging to analyze and visualize. Rather than attempting to separate them into arbitrary sections, we include raw data and results for all parks (see Data S1), so that readers may compare to other parks that fall on or near the same latitudinal and longitudinal transects.

Spring indices

We analyzed “Spring Indices” (SI-x) as described in Ault et al. (2015b), gridded at 1 degree (latitude and longitude) spatial resolution for the northern hemisphere using the “Berkeley Earth” daily minimum and maximum surface temperature data product (Ault et al. 2015a). The “x” in SI-x refers to an “extended” version of the model, whereby the minimum cold exposure (i.e., accumulated chilling hours) that certain plant species need to initiate spring growth was removed, thus enabling estimations to be made not just across temperate and high-latitude environments, but subtropical environments as well (Schwartz et al. 2013). The two primary model outputs computed by SI-x are the “first leaf index” (FLI), the average date when first leaves emerge from buds on the indicator species, and the “first bloom index” (FBI), the average date when blossoms first appear; “average” dates are calculated across the three indicator plant species. FLI is estimated by accumulated growing degree-days above 0.6°C, and “high-energy synoptic weather events” (warm spells measured as the number of times
three consecutive days’ heat accumulation exceeds a threshold: 637 growing degree hours for FLI and 2001 growing degree hours for FBI, beginning 1 January each year. FBI uses FLI as the start date and includes additional accumulated growing degree-days. Additional details of the model are provided in Ault et al. (2015).

**Statistical analysis**

For each spring index (FLI and FBI), over the entire time series (1901–2012), we used three moving windows (10, 20, and 30 yr) to calculate a series of running means. Hereafter we refer to these as “moving window means”; we use these statistical distributions to estimate HRV. For example, for the 10-yr moving window, we calculated the mean for 103 windows (1901–1910, 1902–1911, …, 2003–2012) to create the HRV distribution. We selected these three windows because they encompass both near- and long-term management and planning considerations, as well as important climatic periods and cycles (Monahan and Fischelli 2014). Strategic planning in the NPS tends to focus on a 10- to 20-yr planning horizon (National Park Service 2004), whereas traditional climate summaries and normals span periods of 30 yr (MetOffice 2016). Furthermore, major climate cycles such as the Pacific Decadal Oscillation and North Atlantic Oscillation tend to operate roughly on decadal to multidecadal scales (Stenseth et al. 2003).

For each index and moving window size (i.e., length of window time series), we calculated the area-weighted mean for each park, based on the spatial intersect of park areas of analysis with the SI-x grid. For example, if the park area of analysis spanned two SI-x grid cells, intersecting 3% of one cell with a value of day 100 and 97% of the other cell with a value of day 102, the area-weighted mean would be day 101.5, in contrast to the arithmetic nonweighted mean of day 101. Most parks intersected only a few SI-x grid cells (mean = 4.1 cells, median = 4 cells, range = 1–43 cells), but the use of the area-weighted mean was desirable because it allowed us to most accurately relate the high-resolution park vector polygons to the coarse-resolution SI-x gridded data.

Using the area-weighted means, we first estimated the recent timing and variability of spring onset. We computed both the mean and the standard deviation (SD) in annual FLI and FBI over each most recent moving window, and then averaged each across moving windows (i.e., we averaged the mean and SD across 2003–2012, 1993–2012, and 1983–2012). This averaging was performed to summarize and present results of overall patterns; detailed results for all windows are also provided (see Data S1). We used Pearson product-moment correlations to assess correlations between the mean and SD of FLI and FBI with latitude, elevation, and Euclidean distance from park centroids to the nearest coast. FLI and FBI should be correlated with elevation and latitude; we report the correlations purely for the purposes of confirming and describing spatial patterns.

Second, we estimated recent change in the timing of spring onset. We computed the percentile of the mean SI-x value for each most recent window (2003–2012, 1993–2012, 1983–2012) from the corresponding distribution of moving window values for each park (i.e., its HRV). In other words, we quantified recent conditions as the percentile of the most recent moving window values relative to the entire distribution of moving window values for each spring index and window size (e.g., a 90th percentile for the most recent 10-yr moving window of FLI signifies that the value of this spring index during this time period was greater [i.e., later] than 90% of all FLI 10-yr moving window values). Hereafter we refer to these estimates as “recent percentiles.”

We then averaged the recent percentiles of the most recent 10-, 20-, and 30-yr moving windows (“recent mean percentiles”) and computed the maximum difference in percentile (max Δ) among windows; this resulted in—for each park and index—both an overall measure of recent change in the timing of spring onset with respect to HRV and an estimate of how sensitive that measure was to trends in the past 30 yr by comparing the different moving window sizes (see Data S1 for results of all windows). Following Monahan and Fischelli (2014), we refer to recent mean percentiles that are <5% as “extreme” early or advancing, those that are >95% as “extreme” late or delaying, and all other intervening percentiles as either early (5–25%), average (25–75%), or late (75–95%). Similarly, we categorize results for max Δ as low sensitivity to moving window size (<5%), moderate or medium sensitivity (5–25%), and high sensitivity (>25%). Raw data (SI-x
rasters of moving window means) and computer code written in R (Hijmans and van Etten 2015, R Core Team 2015) for computing recent percentiles on HRV and max Δ values are also provided to facilitate additional analyses using different thresholds (see Data S1).

An example of these methods is shown for Tallgrass Prairie National Preserve (Fig. 1). The percentiles associated with the most recent FLi windows (computed over 10, 20, and 30 yr) are highly variable (Fig. 1A, B), ranging from 4% (30 yr) to 34% (20 yr) (see location of red asterisks in boxplot distributions; Fig. 1B). The overall mean across the three moving windows is 22%, indicating that the park has experienced a slight advance in the timing of spring onset according to FLi. The max Δ for FLi is 30%, revealing a high degree of sensitivity to moving window size. Meanwhile, the percentiles associated with the most recent mean FBI windows are all <5% (mean = 2%), showing that the recent timing of spring onset based on FBI is at the extreme early end of the entire distribution of moving windows (Fig. 1C, D). The max Δ for FBI is relatively small (3%), confirming that recent conditions have been very advanced across all three window sizes.

Lastly, given that FLi and FBI are used here as a proxy to bracket the timing of spring onset for a wide variety of plant species and ecosystems (Schwartz 1990, Schwartz et al. 2006, 2013, Allstadt et al. 2015), we applied a threshold-based classification of recent mean percentiles to assist with interpreting ecological consequences for parks. In this analysis, we used our thresholds of <5% and >95% to tally for each park whether one or both spring indices were extreme early (<5%) or extreme late (>95%). This resulted in a total of nine possible ecological response categories (Table 1). We identified parks as experiencing significant climate change impacts if one or both spring indices were extreme (e.g., as for the Tallgrass Prairie National Preserve example in the prior paragraph, where FBI was <5%). Parks experiencing significant trends in FLi or FBI were further characterized by their rates of change in the timing of spring onset. Rates of change were estimated by first calculating average FLi and FBI over each of the three most recent moving windows (10, 20, and 30 yr), and then subtracting the corresponding average of the moving window means for the 1901–2002, 1901–1992, and 1901–1982 periods. Using the midpoints of each time period, where “historical” and “recent” midpoints were separated by 56 yr, we calculated the rate of change in days per year, and multiplied by 10 so that units were in days per decade and comparable to Ault et al. (2015a). We used a Pearson product-moment correlation to assess the degree of correlation between the rates of change in FLi and FBI, averaged across moving windows.

**RESULTS**

The recent timing of spring onset, averaged over the past 10, 20, and 30 yr, is positively associated with latitude (FLi and FBI: $r = 0.84$, $P < 0.001$), elevation (FLi: $r = 0.48$, $P < 0.001$; FBI: $r = 0.51$, $P < 0.001$), and proximity to the coast (FLi and FBI: $r = 0.41$, $P < 0.001$). Across parks in the conterminous United States ($n = 260$), the recent mean FLi is day of year (DOY) 70 ($±1SD = 29$ d; range = DOY 13–132), whereas the recent mean FBI is DOY 103 (SD = 32 d; range = DOY 26–169) (Fig. 2A, B). FLi and FBI in Alaska ($n = 16$ parks) are later relative to the conterminous United States by about 70 d. In Alaska, the recent average FLi for parks is DOY 140 (SD = 11.4 d; range = DOY 106–156), while the recent average FBI is DOY 171 (SD = 8.1 d; range = DOY 154–186).

Recent variability in the timing of spring onset within parks, as measured by the SD in annual FLi and FBI over the past 10, 20, and 30 yr, is similar in both the conterminous United States and Alaska (mean = 6–8 d). However, it varies geographically among parks in important ways (Fig. 2A, B). High recent interannual variability (SD > 10 d) in both FLi and FBI occurs in the northwestern region of the conterminous United States. In contrast, low variability (SD < 5 d) in both indices occurs in parks in the southern United States, coastal California, and northern Alaska.

Recent departures from HRV indicate that many parks are tending toward an earlier spring (Fig. 3). Recent mean percentiles of departure from HRV for both spring indices in the conterminous United States are on average 18%, while in Alaska they are 7% (i.e., earlier than 82% and 93% of the historical range of conditions, respectively). In the conterminous United States and
Alaska, 82 parks show recent extreme early onset (<5th percentile) for FLi, with most of these parks (73%) having very low sensitivity to moving window size (max Δ <5%). Similarly, for FBi in the conterminous United States and Alaska, 113 parks have extreme early onset and most of these parks (84%) have maximum delta values that are less than 5%. These parks are thus all experiencing extreme early springs, regardless of moving window size. By broadening the definition...
of early spring onset to the 25th percentile, an additional 128 parks (FLi) and 98 parks (FBi) are experiencing earlier springs. Thus, when we consider either index and percentiles <25%, about three-quarters of parks (76%) are experiencing earlier springs relative to the range of historical conditions going back to 1901. In contrast, only one park (FLI) and 11 parks (FBI) are experiencing late springs (i.e., are in the 75th–95th percentile). The remaining 65 parks (FLI) and 54 parks (FBI) have not changed (i.e., are in the 25th–75th percentile). These parks that have not changed are generally also exhibiting the greatest sensitivity to moving window size (large max Δ; Fig. 3), meaning that certain moving windows exhibit recent percentiles that are considerably greater or less than 50%.

Table 1. Number of parks (out of 276) that exhibited recent extreme early (<5th percentile) or extreme late (>95th percentile) first leaf index (FLI), first bloom index (FBI), both, or neither.

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of parks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only FLI extreme early</td>
<td>32</td>
</tr>
<tr>
<td>Both FLI and FBI extreme early</td>
<td>50</td>
</tr>
<tr>
<td>Only FBI extreme early</td>
<td>63</td>
</tr>
<tr>
<td>FLI extreme early, FBI extreme late</td>
<td>0</td>
</tr>
<tr>
<td>Only FBI extreme late</td>
<td>0</td>
</tr>
<tr>
<td>Both FLI and FBI extreme late</td>
<td>0</td>
</tr>
<tr>
<td>Only FLI extreme late</td>
<td>0</td>
</tr>
<tr>
<td>FLI extreme late, FBI extreme early</td>
<td>0</td>
</tr>
<tr>
<td>Neither FLI nor FBI extreme (“not extreme”)</td>
<td>131</td>
</tr>
</tbody>
</table>

Of the nine possible ecological response categories (Table 1), 145 parks (53%) are presently experiencing an extreme early spring (Fig. 4); in other words, spring is occurring in the earliest 5% of 1901–2012 observations, in terms of first leaf, first bloom, or both. No parks are experiencing extreme delays in spring onset (Table 1). The remaining 131 parks (47%) are not experiencing extreme change in either FLI or FBI (“not extreme”; Table 1). Importantly, many of these “not extreme” parks also show an advance in the timing of spring onset (Fig. 3; in the 5th–25th percentile). Of the parks that are experiencing extreme early springs under one or both indices, those with extreme early FBI (orange in Fig. 4) occur in the southern and northeastern United States, while those with extreme early FLI (red in Fig. 4) occur predominantly in the southwestern and northern United States. Parks exhibiting both extreme early FLI and FBI (brown in Fig. 4) are generally situated at the boundaries of regions with parks that have either extreme early FLI or FBI, as well as in coastal California and Alaska.

The ecological response categories are also characterized by considerable rates of change in the timing of spring onset (Fig. 5). On average, extreme early spring parks based on FLI are advancing 0.86 d/decade, which is 79% faster than parks in the “not extreme” category. Similarly, extreme early spring parks according to FBI are advancing 0.80 d/decade (56% faster than parks in the “not extreme” category). The Pearson correlation (r) between estimates of recent change in FLI and FBI is 0.58 (P < 0.001). Importantly, a number of the “not extreme” parks are still experiencing earlier springs, some at rates that on average exceed 1 d/decade (Fig. 5). However, these parks also tend to exhibit greater interannual variation in the timing of spring onset, where SDs are 9 d, which is about 2 d greater than the extreme early parks.

**Discussion**

An overwhelming majority of parks (81%) are already at the extreme warm end of their 1901–2012 historical temperature distributions (Monahan and Fisichelli 2014). Here, we demonstrate an important ecological consequence of ongoing climate change: The timing of spring onset is advancing in about three-quarters of parks (76%), and longer term projections suggest that all regions containing parks will experience advances in the timing of spring onset by mid-century (Allstadt et al. 2015). Furthermore, in 53% of parks, average spring commencement is already earlier than 95% of the historical range of spring onset dates since 1901. Thus, managers who have worked in these parks for the past one to three decades are already working under anomalous conditions.

While these indices of spring onset were developed for lilac and honeysuckle, other plant species are expected to respond similarly to the same temperature cues, with indirect effects for animals reliant on maintaining phenological synchrony with plants (e.g., Wood and Pidgeon 2015). An advancing spring has the potential to impact the timing of many park operations, events, and
Fig. 2. The recent timing of spring onset in national parks over the past 10 to 30 yr. (A) First leaf index (FLI). (B) First bloom index (FBI). Recent values, measured in day of the year, are calculated as the mean FLI and FBI of the most recent 10 (2003–2012)-, 20 (1993–2012)-, and 30 (1983–2012)-yr moving windows. Similarly, variability is the SD in FLI and FBI, averaged over the same time periods. In both panels, as well as in Figs. 3 and 4 (below), solid gray outlines denote NPS Inventory and Monitoring Network boundaries, which closely align with ecoregions.
Fig. 3. Recent changes in the timing of spring onset relative to the 1901–2012 historical range of variability (HRV). (A) First leaf index (FLI). (B) First bloom index (FBI). Mean values provide an overall measure of recent (past 10-, 20-, and 30-yr windows) change in the indices with respect to 1901–2012 HRV. Max $\Delta$ is the largest difference in percentiles among the most recent 10-, 20-, and 30-yr windows and thus measures sensitivity to moving window size (smaller values are less sensitive).
visitor uses, including road openings, flower festivals, and backcountry recreation. Importantly, our findings emphasize how interpretation of some ecological responses to climate change requires understanding seasonal, not just annual, changes in climate, and further that spatial variability in climate and phenological changes will require different management tactics. Below, we explore potential ecological and management implications, articulate connections between spring timing and park monitoring, and identify avenues for future research and synthesis.

**Ecological implications**

Despite the earlier springs occurring in most parks, two regions of the United States are notable because the timing of spring onset has remained roughly constant or experienced delays. The absence of a change in spring timing in the southeastern United States is consistent with the “warming hole” identified in other studies (Meehl et al. 2012), whereas in the northern U.S. Rocky Mountains the delayed timing for FLI and FBi may have been caused by influences of the Pacific Decadal Oscillation (PDO) (McCabe et al. 2013). The most recent PDO was in a negative phase through 2012, which tends to result in later springs (Ault et al. 2015). Nevertheless, projections for mid-century suggest all regions containing parks will experience advances in the timing of spring onset (Allstadt et al. 2015). If this is true, and assuming patterns of interannual to decadal variability persist, the number of parks experiencing extremely early springs will increase in the coming years. These trends emphasize the need for parks to prepare for important ecological changes.

Species-specific phenological models will ultimately be required to understand the ecological implications for particular parks, particularly those with plant communities that respond strongly to variability in climate drivers, including temperature and precipitation. While phenological plasticity (or adaptive capacity) may enable certain species to persist under climate change (Anderson et al. 2012, Cleland et al. 2012), the potential for phenological mismatches among interacting species is recognized as a
threat to population dynamics and community structure (Both et al. 2006, Chuine 2010, Miller-Rushing et al. 2010). Mismatches can occur when species in a community respond to different climatic or environmental cues to initiate phenological activity. Interactions that can be affected by such mismatches include plant–pollinator interactions (Hegland et al. 2009), plant–herbivore interactions (Post et al. 2008), and competitive interactions (Willis et al. 2010). These can strongly influence and disrupt multitrophic interactions (Both et al. 2006, 2009). Shifts in phenology can have cascading impacts on large-scale ecosystem processes, such as carbon cycling, because of changes in the duration of the growing season or changes in the timing and intensity of peak leaf production (Richardson et al. 2013). Earlier spring onset can also lead to an increased risk of “false springs,” when emergent plant tissues are damaged by hard freezes occurring after FLi or FBI (Fisichelli et al. 2014, Allstadt et al. 2015). Parks require ecological monitoring if they are to document and potentially respond to these types of ecological changes induced by changes in the timing of spring onset.

Park monitoring

The NPS Inventory and Monitoring Program uses a select set of information-rich “vital signs” to track the overall condition or ecological “health” of park natural resources (Fancy et al. 2009). The top-ranked vital sign is weather/climate, identified by 246 of the original 270 natural resource parks as fundamental to informing resource management (Fancy and Bennetts 2012). The spring indices inform this vital sign and offer an NPS-wide indicator system at the granularity of parks, similar to indicators effectively implemented at broader scales (US Environmental Protection Agency 2014, US Global Change Research Program 2014).

Existing ground-based phenology monitoring efforts could help explicitly extend the SI-x model approach to species other than lilac and honeysuckle. The NPS Inventory and Monitoring Program, NPS Climate Change Response Program, NPS Research Learning Centers, and approximately 30 individual parks are already working with the USA National Phenology Network (USA-NPN) to develop monitoring programs (e.g., Haggerty et al. 2013, A. T. Seasons 2016) and protocols (Tierney et al. 2013, Matthews et al. 2014). Citizen science—a major priority of the NPS Centennial (National Park Service 2015)—is central to many of these efforts and it can dramatically increase the quantity of data collected. For example, the California Phenology Project used trained citizen scientists, resource managers, and interns to collect over 860,000 phenology observations in parks throughout the state (Mazer et al. 2015, as of July 2016, the total number of records collected NPS-wide was 1.8 million). This project demonstrates how parks can collaborate with one another and external partners to better understand and share phenological information, even within a physiographically complex region that extends from the Mojave Desert to the Sierra Nevada Mountains and to the coast redwood forests. Additional monitoring efforts to understand phenology for climate change adaptation at parks include observations from phenology cameras (Brown et al. 2016), remote sensing (Talbert et al. 2013, Duarte et al. 2014), and other species-specific techniques (Roland and Nicklen 2011).
Resource management decision making

A critical need for parks and other protected areas in an era of climate change is the timely synthesis of existing science into working hypotheses that inform action (Bobowski et al. 2016). Climate change adaptation will help parks moderate harm and exploit beneficial opportunities, such as those arising from phenological responses to climate change (Enquist et al. 2014, Morellato et al. 2016). An important early step in the Climate-Smart Conservation Cycle (CSCC, Stein et al. 2014), a guide for land managers from diverse agencies and institutions attempting to manage their areas and resources in response to climate change, is to evaluate climate change vulnerabilities and their causes (Glick et al. 2011, Beever et al. 2015, Hansen et al. 2016). Our use of SI-x is best applied as a “coarse-filter” component of the climate change vulnerability of parks (Glick et al. 2011), meaning that it is a broadscale indicator of potential climate change impacts (Gross and Noon 2015). A coarse-filter approach can be highly informative to prioritize where and how to invest in more detailed, site-specific, and costly phenological and climate change studies. Furthermore, parks and other protected areas increasingly are encouraged to “scale up” and manage within a landscape context (National Park System Advisory Board 2012, National Park Service 2015); often this necessitates a coarse-filter approach (Tingley et al. 2014, Theobald et al. 2016).

Landscape-scale information on historical patterns of change and on recent variability in the arrival of spring provides a backdrop against which parks can both reevaluate management goals and consider management options (steps 3 and 4 of CSCC; Stein et al. 2014). If the timing of spring onset is well within HRV, or the temporal trend in start of spring is small with respect to the magnitude of interannual or decadal variation, a park might decide that no immediate action is required, or that they will establish an early warning system by monitoring climate change exposure and the population dynamics of phenological indicator plant (or animal) species. Conversely, early springs may threaten the persistence of some species within park boundaries, either through direct response or mediated through interactions with other species, such as facilitation of the spread of invasive species. Management actions may include protecting populations inhabiting naturally cool microenvironments that exhibit refugial characteristics (Heller and Zavaleta 2009, Keppel and Wardell-Johnson 2012, Morelli et al. 2016). Protected microenvironments may further be managed in ways that reduce nonclimate stressors, thereby reducing cumulative impacts (West and Julius 2014).

Our results can support more specific recommendations and strategies for managing resources that may respond to phenological changes in parks. National parks are ecologically diverse, and consequently, there are many ways that our coarse-filter results can inform decision making. Generally, areas that experience extreme early springs are likely more susceptible to ecological mismatches and invasions because they promote expression of phenological variability among species in response to warming. In these situations, the differences in phenological response between species that track seasonality well and those that do not will be large. These areas are also most likely to have operational mismatches between their monitoring or maintenance practices and the timing of the phenomena they are intended to target.

Invasive species tend to have more “flexible” phenologies than their native counterparts, thus enabling invasives to better track earlier and more variable springs (Willis et al. 2010, Wolkovich and Cleland 2011). Invasive plant control can take advantage of the early green-up of undesirable species by broadcast spraying foliar herbicides prior to leaf out of native species. Many parks will need to plan both earlier and more flexible monitoring and control windows for invasives, including hiring seasonal exotic plant management personnel earlier in the year to coincide with invasive species advancing their phenologies (Marushia et al. 2010). For example, the Appalachian Trail Conservancy has needed to adjust removal treatments of garlic mustard (Alliaria petiolata) to accommodate earlier springs in some years, but planning the timing of treatments has been complicated by high interannual variability (M. Orlousky, personal communication). These changes to operations can come at significant additional cost. At Acadia National Park in Maine, the invasive species management season is longer now than it was historically—so long that it extends into the academic school year. As
a result, the park must pay field crews longer (A. Miller-Rushing, personal communication).

Advances in the timing of spring also impact visitor services. Parks see high levels of visitation in periods of warm (but not hot) weather, and visitation across the park system is projected to increase with warming (Fisichelli et al. 2015). Given the relationship between visitation and air temperature, advancing springs portend earlier and longer visitation seasons for many parks, with many implications for operations. Changes may be particularly notable at parks where spring events are key attractions (e.g., wildflower blooms, seasonal waterfalls, bird migrations). Parks with an increasing interannual variability in the arrival of spring in recent years may need to plan a longer window around cultural events. For example, the Cherry Blossom festival in Washington, DC, has evolved from a single-day to a multiweek celebration; in 2012, it was broadened to 5 weeks to capture variation in spring onset as measured by peak bloom of cherry trees (Chung et al. 2011, US Environmental Protection Agency 2015). Similarly, the Memorial Day lilac festival near Saint-Gaudens National Historic Park typically no longer overlaps with the bloom time of lilacs (Rockman 2015). Observers in citizen science programs may also miss key events, as occurred recently when HawkWatch participants missed peak migration at Acadia National Park (A. Miller-Rushing, personal communication).

Future needs and opportunities

Managers of parks and other protected areas ultimately require phenological data and results at higher spatiotemporal resolutions than those analyzed and reported here (Hansen et al. 2016). For example, many of the parks examined are mountainous, and the elevational gradients both within and extending out from a park can have large effects on the magnitude and seasonality of temperature, precipitation, and snowmelt timing, and thus on phenology. Such phenological changes in parks also offer benchmarks for comparing to surrounding areas that have altered species composition in part because of human land use intensification. The USA-NPN now produces SI-x at finer spatial (~2.5 km) and temporal (daily) scales, including short-term (6-d) forecasts, which will assist in identifying and prioritizing management actions within park boundaries (T. Crimmins et al., unpublished data). Finer resolution phenological data and models will also help identify landscapes surrounding parks that support park biodiversity at ecologically relevant scales (e.g., phenological gradients that influence seasonal migration to critical habitats outside of a park). The use of phenological indices such as the SI-x will be further enhanced as we develop a more detailed understanding of their correlations with specific plant species and habitats in and around parks. This requires scaling up the collection of ground observations, such as through field-based monitoring protocols and programs, which may be expanded and accelerated through citizen science (McKinley et al. 2015). Future work integrating phenological predictions from climate products (e.g., SI-x) with ground observations and remote sensing holds great potential (e.g., Schwartz and Hanes 2010, Bradley 2014, Elmore et al. 2016, Melaas et al. 2016).

According to Jonathan Jarvis, Director of the National Park Service, climate change is “… the greatest threat to the integrity of our national parks that we have ever experienced” (National Park Service 2010). Already we are seeing the effects of climate change in parks from the tropics to the arctic (Monahan and Fisichelli 2014), and models suggest that impacts will only become greater in the future (Melton et al. 2016).

Despite the challenges, opportunities exist for ensuring the protection and relevance of parks, and for using science to inform climate adaptation decision making (Gross and Olliff 2016). NPS programmatic long-term ecological monitoring is a core science that will consistently and reliably support decision making at parks (Fancy et al. 2009). The NPS Inventory and Monitoring Program, while still relatively young in relation to its long-term mission, endeavors to support natural resource stewardship and science through the next century and beyond.
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